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Abstract
In the analysis of transient pressure drawdown data, it is possible to plot the data in terms of pressure, pressure-squared or pseudo-pressure $- 2 \int p/\mu dV$. In this paper, we compare these three approaches and provide some guidelines for the use of each. The use of pseudo-pressure is found to be the only reliable method when drawdowns are small and well testing is not performed. The pressure-squared approach is found to be better than the other two, when these two are different. Our conclusions are based on the comparison of analytical solutions with numerical solutions for several typical gas reservoirs in Alberta.

Introduction
In the reservoir engineering literature, the flow of gas is invariably analyzed by using one of three variables — namely, the pressure, the pressure-squared or the pseudo-pressure. There is no clear evidence concerning the conditions of flow under which the use of some of these variables is admissible.

Rawlins and Shellhardt (1935) found empirically that stabilized gas flow could be described in terms of pressure-squared by the well-known deliverability equation for gas in the reservoir could be represented by the diffusivity equation expressed in terms of pressure-squared (instead of pressure, as in the case of oil flow).

Matthews and Russell (1967), in their discussion of pressure build-up and analysis, suggested that using the pressure-squared was unnecessary and that satisfactory results were being obtained by simply using the pressure as the variable in the diffusivity equation.

Al-Hussainy and Ramey (1966) proposed yet a third variable, originally termed the "real gas potential", but later referred to as the "real gas pseudo-pressure." We refer to this simply as the "pseudo-pressure." There are then three well-known approaches for the plotting and analysis of well data: pressure, pressure-squared and pseudo-pressure. To complicate matters, some pseudo-pressure data may be analyzed by using any one of these three variables, and give the same answer. Other data will give a different answer for each of the variables. Moreover, deliverability tests on gas wells are usually analyzed using the pressure-squared, whereas drill-stem tests or buildup tests are often analyzed using the pressure. This gives rise to the question of consistency of results.

Further complication and confusion results because some of the parameters that must be constant for the application of the analytical...
solution are actually dependent on pressure. What pressures should these variable parameters be evaluated at? A clear answer to this question is also not available in the literature.

The purpose of this publication is to clarify the relationship between the three systems of analysis, and to indicate clearly when they are consistent with each other and when they are not. We will also consider the question: At what constant (or average) conditions should the variable parameters be evaluated? This study is restricted to constant-rate production from infinite-acting reservoirs. A study of finite reservoirs and other types of tests will be reported at a later time.

**Theory**

It is instructive to first review the derivation of the various forms of the diffusivity equation. The continuity equation, the equation of state for a real gas, and Darcy's law (in the one-dimensional, radially-cylindrical form) may be combined to give (Al-Hussainy and Ramey, 1966):

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial p}{\partial r} \right) = \frac{k}{\mu} \frac{\partial}{\partial t} \left( \frac{p}{2} \right)
\]

So far, Equation (2) involves the following assumptions only:

![FIGURE 1 — Pressure drawdown calculated by different methods for Test No. 8 of Table 1.](image)

**TABLE 1 — Reservoir and Gas Data for the Comparison of the p, p^2 and \( \psi \) Approaches**

<table>
<thead>
<tr>
<th>No.</th>
<th>( p_i ) (psia)</th>
<th>Temp. (°F)</th>
<th>Gas Gravity (°API)</th>
<th>( p_e ) (psia)</th>
<th>T_e (°F)</th>
<th>k (md ft)</th>
<th>( \phi ) (ft)</th>
<th>Flow Rate (MMstd/D)</th>
<th>Time (hr)</th>
<th>% H2S</th>
<th>% CO2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7208</td>
<td>714</td>
<td>.75</td>
<td>733</td>
<td>412</td>
<td>61650</td>
<td>4.0</td>
<td>50000</td>
<td>20</td>
<td>10.0</td>
<td>2.0</td>
</tr>
<tr>
<td>2</td>
<td>5100</td>
<td>674</td>
<td>1.02</td>
<td>707</td>
<td>463</td>
<td>240</td>
<td>9.6</td>
<td>40000</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5083</td>
<td>725</td>
<td>.74</td>
<td>801</td>
<td>417</td>
<td>185</td>
<td>18.5</td>
<td>20000</td>
<td>20</td>
<td>15.0</td>
<td>4.0</td>
</tr>
<tr>
<td>4</td>
<td>4617</td>
<td>701</td>
<td>.96</td>
<td>794</td>
<td>481</td>
<td>933</td>
<td>6.0</td>
<td>13000</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4213</td>
<td>701</td>
<td>.70</td>
<td>791</td>
<td>456</td>
<td>424</td>
<td>4.6</td>
<td>25000</td>
<td>70</td>
<td>10.0</td>
<td>2.0</td>
</tr>
<tr>
<td>6</td>
<td>4205</td>
<td>643</td>
<td>.74</td>
<td>741</td>
<td>402</td>
<td>380</td>
<td>7.0</td>
<td>25000</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>3603</td>
<td>670</td>
<td>.67</td>
<td>699</td>
<td>371</td>
<td>520</td>
<td>3.0</td>
<td>35000</td>
<td>70</td>
<td>15.0</td>
<td>4.0</td>
</tr>
<tr>
<td>8</td>
<td>3634</td>
<td>630</td>
<td>.71</td>
<td>692</td>
<td>374</td>
<td>29.8</td>
<td>1.9</td>
<td>40000</td>
<td>20</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td>9</td>
<td>3294</td>
<td>641</td>
<td>.76</td>
<td>686</td>
<td>397</td>
<td>104</td>
<td>3.0</td>
<td>75000</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3225</td>
<td>640</td>
<td>.73</td>
<td>687</td>
<td>382</td>
<td>104</td>
<td>6.0</td>
<td>10000</td>
<td>70</td>
<td>5.0</td>
<td>2.0</td>
</tr>
<tr>
<td>11</td>
<td>3136</td>
<td>615</td>
<td>.79</td>
<td>686</td>
<td>399</td>
<td>71.0</td>
<td>5.0</td>
<td>70000</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>2925</td>
<td>680</td>
<td>.67</td>
<td>699</td>
<td>378</td>
<td>970</td>
<td>3.4</td>
<td>50000</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>2322</td>
<td>614</td>
<td>.73</td>
<td>681</td>
<td>393</td>
<td>12.0</td>
<td>1.2</td>
<td>50000</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2264</td>
<td>558</td>
<td>.70</td>
<td>676</td>
<td>386</td>
<td>120</td>
<td>2.0</td>
<td>26000</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1940</td>
<td>608</td>
<td>.73</td>
<td>672</td>
<td>349</td>
<td>1270</td>
<td>1.2</td>
<td>40000</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>1577</td>
<td>604</td>
<td>.69</td>
<td>683</td>
<td>384</td>
<td>350</td>
<td>2.0</td>
<td>15000</td>
<td>40</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>17</td>
<td>1744</td>
<td>554</td>
<td>.70</td>
<td>659</td>
<td>377</td>
<td>138</td>
<td>2.0</td>
<td>15000</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>1455</td>
<td>588</td>
<td>.66</td>
<td>670</td>
<td>378</td>
<td>56.0</td>
<td>6.0</td>
<td>10000</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>1397</td>
<td>588</td>
<td>.67</td>
<td>667</td>
<td>377</td>
<td>15.0</td>
<td>4.0</td>
<td>1400</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1308</td>
<td>602</td>
<td>.53</td>
<td>668</td>
<td>354</td>
<td>440</td>
<td>5.5</td>
<td>40000</td>
<td>70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>1059</td>
<td>581</td>
<td>.66</td>
<td>666</td>
<td>373</td>
<td>830</td>
<td>1.6</td>
<td>35000</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>858</td>
<td>535</td>
<td>.58</td>
<td>665</td>
<td>339</td>
<td>3.8</td>
<td>.4</td>
<td>4020</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>630</td>
<td>525</td>
<td>.57</td>
<td>688</td>
<td>341</td>
<td>45.0</td>
<td>1.0</td>
<td>200</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>444</td>
<td>525</td>
<td>.57</td>
<td>690</td>
<td>353</td>
<td>5.0</td>
<td>1.9</td>
<td>.015</td>
<td>100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
isothermal conditions, negligible gravitational effects (constant porosity and permeability), and single-phase one-dimensional Darcy flow (non-Darcy flow can be taken into account by expanding the usual definition of skin factor to include inertial-turbulent effects).

PSEUDO-PRESSURE

Without having to make any further assumptions, and by defining the pseudo-pressure as follows:

\[ \psi = 2 \int_{p_0}^{p} \frac{dZ}{\mu Z} \]  

and noting that the isothermal compressibility of a gas is given by:

\[ c = -\frac{1}{\rho} \frac{d\rho}{dT} \]  

Equations (3) and (4) may be substituted in Equation (2) and manipulated to give:

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \psi}{\partial r} \right) = \frac{\Phi \mu c}{k} \frac{\partial^2 \psi}{\partial t^2} \]  

This is the diffusivity equation in terms of the pseudo-pressure (Al-Hussainy and Ramey, 1966).

PRESSURE-SQUARED

There are three sets of assumptions possible, any one of which results in the pressure-squared form of the diffusivity equation. These assumptions are in addition to those required for the development of Equation (2).

Set I:

Ideal gas behaviour is assumed \((Z=1)\) and gas viscosity is assumed to be independent of pressure. Under these conditions, Equation (2) becomes:

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \psi}{\partial r} \right) = \frac{\Phi \mu c}{k} \frac{\partial^2 \psi}{\partial t^2} \]  

This is similar to the form of the equation used by Jenkins and Aronofsky (1953), and Aronofsky and Jenkins (1954).

Set II:

The product \(\mu Z\) is assumed to be constant. Equation (2) then reduces to:

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \psi}{\partial r} \right) = \frac{\Phi \mu c}{k} \frac{\partial^2 \psi}{\partial t^2} \]  

Set III:

Pressure gradients are assumed to be small, i.e. terms like \((\frac{\partial\psi}{\partial T})^2 \rightarrow 0\).

Equation (2) again reduces to Equation (7).

PRESSURE

If in Equation (2) the quantity \(v/\mu Z\) is assumed constant (compare to assumption in Set II), the pressure form of the diffusivity equation results as below:

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \psi}{\partial r} \right) = \frac{\Phi \mu c}{k} \frac{\partial^2 \psi}{\partial t^2} \]  

Any one of Equations (5), (7), or (8) can be written in the following form:

\[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \psi}{\partial r} \right) = \frac{1}{K} \frac{\partial \psi}{\partial t} \]  

where \(\Phi\) represents either p, \(p^2\) or \(\psi\) and \(K\) represents \(k/\mu c\).

DIMENSIONLESS EQUATION

The dimensionless form of Equation (9) is:

\[ \frac{1}{r_0} \frac{\partial}{\partial r_0} \left( r_0 \frac{\partial \psi_0}{\partial r_0} \right) = \frac{\partial \psi_0}{\partial t_0} \]  

where

\[ r_0 = r/\kappa \]  

\[ t_0 = 2.637 \times 10^{-4} \frac{1}{\Phi \mu c} \]  

and the definition of \(\Delta p_0\) depends on the approach used.

For the pressure treatment the definition is:

\[ \Delta p_0 = \frac{r_1 - r_0}{7.085 \times 10^{10} T q_r} \frac{\mu Z}{\rho} \]  

For the pressure-squared treatment the definition is:

\[ \Delta p_0 = \frac{r_1^2 - r_0^2}{1.417 \times 10^{4} \frac{1}{\kappa h} \frac{\mu Z}{\rho}} \]  

For the pseudo-pressure treatment the definition is:

\[ \Delta p_0 = \frac{\Phi \psi - \Phi \psi_0}{1.417 \times 10^{4} \frac{1}{\kappa h} \frac{\mu Z}{\rho}} \]  

The parameters \((1/\mu c)\) in Equation (11), \((\mu Z/p)\) in Equation (12) and \((\mu Z)\) in Equation (13) must be assumed constant at some pressure, if the analytical solution.

FIGURE 2 — Pressure drawdown calculated by different methods for Test No. 11 of Table 1.
is to be used for the analysis of well data. If these variables cannot be assumed constant at initial conditions then, strictly speaking, the analytical solution is not valid. If we must use the analytical solution, then we must also ask the question: What is the best approach to calculating average values of these parameters?

**SOLUTION OF RADIAL FLOW EQUATION**

The analytical solution of Equation (10) for various boundary conditions is available [e.g., Matthews and Russell, 1967]. For our discussion, we will only consider radial flow in an infinite-acting reservoir. For this case, the solution of the flow equation at the well (sandface) is given by:

\[
\Delta p_w = -\frac{1}{2} \ln \left(\frac{1}{4t_0}\right) \quad (15)
\]

which may be approximated for \( t_0 > 25 \) by

\[
\Delta p_w = \frac{1}{2} \ln (\ln (t_0) + 0.009) \quad (16)
\]

It is possible to solve Equation (2) by numerical methods to any desired accuracy and to use the solution thus obtained to test various methods of analysis.

**COMPARISON OF VARIOUS METHODS**

Table 1 provides data for 24 typical gas wells from reservoirs in Alberta. The initial pressures for these reservoirs and the pressures at the well, after the flowing period specified in Table 1, are given in Table 2. Columns (3) to (10) provide eight different sets of pressures calculated by eight different methods. The methods used are also described in Table 2. They include the calculation of the various parameters A, B, and \( \psi \) initial and averaged conditions for all three approaches. Also considered are different methods of averaging gas properties. For many of the cases, particularly those involving low drawdowns, the differences in calculated pressures are small. However, in some of the cases the differences in computed pressure are very large; entries numbered 8, 11 and 16 are examples of this behaviour.

Figures 1, 2 and 3 compare pressure drawdowns by different methods for Test Nos. 1, 11 and 16 respectively. Also included on these figures are the numerical solutions. A careful examination of all of these results reveals that if average properties are used all three approaches yield results which are

<table>
<thead>
<tr>
<th>Test Number</th>
<th>Measured Initial Pressure</th>
<th>Predicted Drawdown</th>
<th>( \psi ) Approach</th>
<th>( p^2 ) Approach</th>
<th>( p ) Approach</th>
<th>Average Values of ( \psi ) Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7208</td>
<td>0.125</td>
<td>7008</td>
<td>7028</td>
<td>7028</td>
<td>7028</td>
</tr>
<tr>
<td>2</td>
<td>9100</td>
<td>0.184</td>
<td>9100</td>
<td>9141</td>
<td>9141</td>
<td>9141</td>
</tr>
<tr>
<td>3</td>
<td>5192</td>
<td>0.328</td>
<td>5192</td>
<td>5200</td>
<td>5200</td>
<td>5200</td>
</tr>
<tr>
<td>4</td>
<td>4161</td>
<td>0.167</td>
<td>4161</td>
<td>4172</td>
<td>4172</td>
<td>4172</td>
</tr>
<tr>
<td>5</td>
<td>4123</td>
<td>0.234</td>
<td>4123</td>
<td>4132</td>
<td>4132</td>
<td>4132</td>
</tr>
<tr>
<td>6</td>
<td>4098</td>
<td>0.354</td>
<td>4098</td>
<td>4100</td>
<td>4100</td>
<td>4100</td>
</tr>
<tr>
<td>7</td>
<td>3969</td>
<td>0.329</td>
<td>3969</td>
<td>3972</td>
<td>3972</td>
<td>3972</td>
</tr>
<tr>
<td>8</td>
<td>3234</td>
<td>0.049</td>
<td>3234</td>
<td>3240</td>
<td>3240</td>
<td>3240</td>
</tr>
<tr>
<td>9</td>
<td>3294</td>
<td>0.065</td>
<td>3294</td>
<td>3300</td>
<td>3300</td>
<td>3300</td>
</tr>
<tr>
<td>10</td>
<td>3275</td>
<td>0.165</td>
<td>3275</td>
<td>3280</td>
<td>3280</td>
<td>3280</td>
</tr>
<tr>
<td>11</td>
<td>3364</td>
<td>0.245</td>
<td>3364</td>
<td>3372</td>
<td>3372</td>
<td>3372</td>
</tr>
<tr>
<td>12</td>
<td>2393</td>
<td>0.172</td>
<td>2393</td>
<td>2400</td>
<td>2400</td>
<td>2400</td>
</tr>
<tr>
<td>13</td>
<td>2287</td>
<td>0.152</td>
<td>2287</td>
<td>2292</td>
<td>2292</td>
<td>2292</td>
</tr>
<tr>
<td>14</td>
<td>2254</td>
<td>0.122</td>
<td>2254</td>
<td>2260</td>
<td>2260</td>
<td>2260</td>
</tr>
<tr>
<td>15</td>
<td>1940</td>
<td>0.042</td>
<td>1940</td>
<td>1945</td>
<td>1945</td>
<td>1945</td>
</tr>
<tr>
<td>16</td>
<td>1877</td>
<td>0.042</td>
<td>1877</td>
<td>1882</td>
<td>1882</td>
<td>1882</td>
</tr>
<tr>
<td>17</td>
<td>1744</td>
<td>0.065</td>
<td>1744</td>
<td>1750</td>
<td>1750</td>
<td>1750</td>
</tr>
<tr>
<td>18</td>
<td>1545</td>
<td>0.252</td>
<td>1545</td>
<td>1550</td>
<td>1550</td>
<td>1550</td>
</tr>
<tr>
<td>19</td>
<td>1397</td>
<td>0.154</td>
<td>1397</td>
<td>1400</td>
<td>1400</td>
<td>1400</td>
</tr>
<tr>
<td>20</td>
<td>1191</td>
<td>0.315</td>
<td>1191</td>
<td>1200</td>
<td>1200</td>
<td>1200</td>
</tr>
<tr>
<td>21</td>
<td>1050</td>
<td>0.135</td>
<td>1050</td>
<td>1060</td>
<td>1060</td>
<td>1060</td>
</tr>
<tr>
<td>22</td>
<td>958</td>
<td>0.340</td>
<td>958</td>
<td>960</td>
<td>960</td>
<td>960</td>
</tr>
<tr>
<td>23</td>
<td>630</td>
<td>0.351</td>
<td>630</td>
<td>635</td>
<td>635</td>
<td>635</td>
</tr>
<tr>
<td>24</td>
<td>444</td>
<td>0.360</td>
<td>444</td>
<td>445</td>
<td>445</td>
<td>445</td>
</tr>
</tbody>
</table>

Column Number (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

Column (2) gives the predicted drawdown values = \( (p_i - p)/p \), where \( p \) is from column (3). *Calculated pressure is negative.
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quite close to the numerical solution. However, when properties must be assumed constant at initial conditions and when the drawdown is high, only the pseudo-pressure approach is reasonable. In many cases, calculations by the pressure or pressure-squared approaches with variable parameters at initial conditions give unreasonably high pressure drawdowns. In the three cases considered in detail, the pressure-squared approach with properties at initial conditions always resulted in solutions more accurate than those obtained by the pressure approach with properties at initial conditions.

**Pressure-Squared Approach Range of Validity Of Pressure or**

Al-Hussainy and Ramey (1966) have shown that, in the pseudo-pressure case, \( \mu Z \) evaluated at initial conditions resulted in an excellent match with their numerical solution. We also find that this approach gives better results than the other two approaches when the coefficients are evaluated at initial conditions. However, for some of the cases considered, the pseudo-pressure approach with \( \mu Z \) at initial conditions differs from the more accurate numerical solution by a substantial amount (see Fig. 1). Nevertheless, the pseudo-pressure form of the diffusivity equation [Equation (5)] is the most rigorous and may be used as a yardstick when investigating the validity of the pressure-squared form or the pressure form.

Wattenbarger and Ramey (1968) plotted \( \mu Z \) versus \( p \) for a specifically chosen natural gas. They showed that, at low pressures, where \( \mu Z \) is nearly constant, the pseudo-pressure equation becomes the same as the pressure-squared equation, with \( \mu Z \) and \( c \) taken at initial conditions. They also showed that at higher pressures, where \( \mu Z \) is nearly constant, the pseudo-pressure equation becomes the same as the pressure equation, with \( \mu Z \) and \( c \) taken at initial conditions. Unfortunately, the relationship between \( \mu Z \) and \( p \) for other gases and at other temperatures is quite different. In Figure 4, we show \( (\mu Z) \) for natural gases as a function of \( p \) for various values of \( T \). Values of \( (\mu Z) \) were obtained from the correlation of Carr et al. (1954). Values of \( Z \) were obtained from a computerized version (Dranchuk et al., 1974) of the Standing and Katz (1942) correlation.

Clearly, the simple generalization that at low pressures the pressure-squared equation is valid and at high pressures the pressure equation is more applicable is not acceptable (see Fig. 4).

Even though different sets of assumptions were used in deriving the pressure-squared or pressure equations, it is not usually obvious, in practice, which one, if any, of these sets of assumptions applies to a particular situation. Accordingly, a more practical approach to the problem was sought. This has resulted in the development of a practical method for choosing between pressure and pressure-squared as the variable to be used for analysis. Let us consider Equation (5) in terms of \( \psi \), and note that it reduces to Equation (8) in terms of \( p \) if the plot of \( \psi \) versus \( p \) is a straight line (not necessarily passing through the origin), i.e.,

\[
\psi = k_1 p + k_2 \quad \ldots \ldots \ldots (17)
\]

Substituting Equation (17) in Equation (5) results in Equation (8), the \( p \) form of the diffusivity equation.

Similarly, if the \( \psi \) versus \( p^2 \) plot is a straight line,

\[
\psi = k_3 p^2 + k_4 \quad \ldots \ldots \ldots (18)
\]

Substituting Equation (18) in Equation (5) results in Equation (7), the \( p^2 \) form of the diffusivity equation.

If, for a particular gas, \( \psi \) is plotted versus \( p \) (or \( p^2 \)) a curve as shown in Figure 5 is obtained — curve I. It is obvious that any part of that curve, covering a limited range of \( p \) values, may be considered to be a straight line. In that range, the \( p \) and \( \psi \) approaches will give comparable answers.

If for the same gas \( \psi \) is plotted versus \( p^2 \) (or \( p^3 \)), another curve is obtained — curve II — any segment of which, covering a limited range of \( p^2 \) values, may be considered as a...
straight line. In the range of that segment that \( p^2 \) and \( \psi \) approaches will give comparable answers.

However, it is immediately obvious that provided the range of pressures being investigated is sufficiently small, both the \( p \) and \( p^2 \) curves may be considered to be straight and either approach will give the correct answer, irrespective of whether the gas is at high or low pressure.

This analysis can be easily extended to all natural gases, at all pressures and temperatures of interest to a reservoir engineer, by plotting the \( \psi \) and \( p^2 \) plots in dimensionless terms. Let us define a reduced pseudo-pressure as

\[
\psi_r = \frac{\psi}{\mu Z} = \frac{\psi}{\mu Z} \quad \text{and} \quad \psi_p = \frac{\mu Z}{2p^2} \quad \text{ ...... (19)}
\]

\( \psi \) can then be evaluated at various values of \( p \) and \( T \), using the generalized correlations of Carr et al. (1965) for \( \mu/\mu_1 \), and of Standing and Katz (1942) for \( Z \). A plot of \( \psi \) versus \( p \) at various values of \( T \) is shown in Figure 6. A plot of \( \psi \) versus \( p^2 \) at various values of \( T \) is shown in Figure 7. Note that the lower limit used in Equation (19) is different from that used by Al-Hussainy and Ramey (1966). We find the lower limit of zero to be more convenient.

For any natural gas, therefore, the process of choosing between \( p \), \( p^2 \) and \( \psi \) in pressure analysis work may be summarized in the following three-step procedure.

1. For the appropriate \( T_r \), select from Figure 6 the relevant \( \psi \) versus \( p \) plot (curve I), and from Figure 7 the relevant \( \psi \) versus \( p^2 \) plot (curve II).
2. Determine the initial and final pressures of interest and convert them to their equivalent \( p \) values.
3. Mark these \( p \) values on each of the curves, and in this interval choose that curve which approximates a straight line better.

If curve I is chosen, the \( p \) approach is preferable to \( p^2 \).
If curve II is chosen, the \( p^2 \) approach is preferable to \( p \).
If both give acceptable straight lines, then either \( p \) or \( p^2 \) may be used with good results.
If neither curve may be considered to be reasonably straight in that range of pressures, then neither \( p \) nor \( p^2 \) is acceptable and \( \psi \) should be used.

The last question to be answered is: What values of \( \mu \), \( c \) and \( Z \) are to be used in the \( p \) or \( p^2 \) treatments.

In the \( p \) case,

\[
\frac{\partial \psi}{\partial p} = k_i = \frac{2 \gamma}{\mu Z} \quad \text{ ...... (20)}
\]

FIGURE 4 — Variation of \((\mu/\mu_1)Z\) with pressure at different temperatures.

FIGURE 5 — Variation of reduced pseudo-pressure with reduced temperature and pressure \((T_r = 1.7; 0 \leq p_r \leq 15)\).
\[ \frac{2p}{\partial p^2} = k_1 = \frac{2p}{\mu Z} \frac{1}{2} = \frac{1}{\mu Z} \]  

(21)

e.g., \( \mu Z/p \) is constant in the range where the \( \psi \)-p curve is straight. Therefore, any value of \( \mu Z/p \) in that range will be acceptable.

In the \( p^2 \) case,

\[ \frac{2p}{\partial p^2} = k_1 = \frac{2p}{\mu Z} \frac{1}{2} = \frac{1}{\mu Z} \]  

(21)

e.g., \( \mu Z \) is constant in the range where the \( \psi \)-\( p^2 \) curve is straight. Therefore, any value of \( \mu Z \) in that range will be acceptable.

As an example of the application of Figures 6 and 7, let us consider the data of Test No. 8. From Figure 1, we see that neither the \( p \) nor \( p^2 \) approach (with properties at initial pressure) is acceptable, but the \( p^2 \) approach is slightly better. This is confirmed if we look at the \( \psi \) vs \( p \) and \( \psi \) vs \( p^2 \) curves for \( T_r = 1.7 \) and \( p \), from 1.5 to 5 in Figure 5.

Conclusions

1. Calculation of well pressure from the analytical solution is more accurate if the average properties, rather than properties at initial conditions, are used. This is true regardless of the approach (\( p \), \( p^2 \) or \( \psi \)) used. The differences between the three approaches with average properties and the numerical solution are small.

2. When the arithmetic mean is used, the \( p \) or \( p^2 \) approaches become identical as far as the calculation of well pressure from the analytical solution is concerned.

3. The method of averaging properties does not have a large influence on the solution. A simple arithmetic mean is usually satisfactory.

4. In the use of analytical solutions for infinite reservoirs, it is necessary to be able to assume that \( \mu Z \) is constant regardless of the approach used. In addition, for the \( p^2 \) approach \( \mu Z \) must be assumed constant and for the \( p \) approach \( \mu Z/p \) must be assumed constant.

Large differences may result in calculated well pressures between the three approaches when initial values are used for these variables. For high-drawdown wells (where these differences are very large), the \( \psi \) approach is usually most accurate, followed by the \( p^2 \) approach. The \( p \) approach is least accurate in most cases where drawdowns are high.

5. The \( \psi \) approach with \( \mu Z \) at initial pressure results in reasonably accurate well pressures from the analytical solution. If fluid properties are to be assumed constant at their initial values, then this is
the only reasonable approach when large drawdowns (50% or so) are possible.

6. When drawdowns are small (15% or so), any of the three approaches \( \left( \frac{p}{p_i}, \frac{p^*}{p_i}, \frac{q_i}{p_i} \right) \) discussed are reasonable, with properties assumed constant at initial values.
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Nomenclature*

\[
\begin{align*}
C & = \text{constant in Equation 1} \\
\dot{c} & = \text{gas compressibility, } \frac{1}{\text{psi}} \\
E_i & = \text{the } E_i \text{ function} \\
k & = \text{permeability, md} \\
K & = \text{represents } \frac{k}{\phi C} \\
k_1, k_2, k_3, k_4 & = \text{constants} \\
p & = \text{constant in Equation 1} \\
p & = \text{average reservoir pressure, psia} \\
p & = \text{pressure, psia} \\
p^{*} & = \text{flowing well pressure, psia} \\
p_i & = \text{reference pressure, psia} \\
p_i & = \text{initial pressure, psia} \\
p_i & = \text{gas flow rate in MMscf/D} \\
r & = \text{radial distance} \\
r & = \text{dimensionless radial distance} \\
t & = \text{time, hr} \\
T & = \text{dimensionless time} \\
V & = \text{temperature, °R} \\
\nu & = \text{gas compressibility factor} \\
\mu & = \text{viscosity, cp} \\
\mu_i & = \text{viscosity at 1 atm., cp} \\
\phi & = \text{porosity} \\
\phi & = \text{pseudo-pressure, } (\text{psia}^2)/\text{cp} \\
\delta & = \text{variable represents } p, p^* \text{ or } \frac{q_i}{p_i} \\
\Delta p_i & = \text{dimensionless pressure difference} \\
\psi_i & = \text{dimensionless pseudo-pressure}
\end{align*}
\]

*The units given above are required only for equations containing dimensional constants
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